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Abstract - Generative AI has emerged as a transformative technology with wide-ranging applications across industries. 

However, its capabilities also introduce significant security risks that must be carefully managed. This paper examines the key 

threats facing generative AI systems, including data poisoning, model stealing, and adversarial attacks. It outlines a modern 

security paradigm to mitigate these risks, encompassing data quality and validation, model protection, adversarial robustness, 

and continuous monitoring. Through an analysis of recent case studies and emerging research, the paper argues that a 

comprehensive, multi-layered approach to security is essential for realizing the benefits of generative AI while minimizing 

potential negative impacts. The consequences of security breaches, including reputational damage, financial losses, and 

potential national security implications, are discussed. The findings highlight the need for ongoing vigilance and collaboration 

across the AI community to address the evolving threat landscape. This research contributes to the growing body of knowledge 

on AI security and provides practical insights for developers, users, and policymakers involved in the deployment of generative 

AI technologies. 
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1. Introduction  
Generative AI refers to artificial intelligence systems that 

can generate new content based on training data and prompts. 

Popular examples include large language models like GPT-3, 

which can produce human-like text, and image generation 

models like DALL-E, which can create original artwork and 

graphics. These technologies have found applications in areas 

like content creation, software development, design, and 

scientific research (Brown et al., 2020). As generative AI 

becomes more widely adopted, securing these systems is of 

paramount importance. The ability of generative AI to 

produce convincing fake content raises concerns about 

misinformation and fraud.  

There are also risks around data privacy, intellectual 

property, and the potential for malicious actors to exploit these 

systems. Without proper safeguards, generative AI could be 

misused in ways that cause significant harm (Dempsey, 2023). 

This paper argues that generative AI poses substantial security 

risks and that a modern, multi-faceted security paradigm is 

essential to mitigate these emerging threats. By examining key 

vulnerabilities and outlining defensive strategies, the paper 

posits realizing the benefits of generative AI while minimizing 

potential negative impacts. 

2. Threats to Generative AI 
2.1. Data Poisoning  

Data poisoning refers to the deliberate corruption of 

training data to manipulate the behavior of machine learning 

models. For generative AI systems that learn from large 

datasets, data poisoning attacks can have severe consequences 

(Chen et al., 2020). In a data poisoning attack, an adversary 

introduces carefully crafted malicious samples into the 

training data. This can cause the model to learn incorrect 

patterns or biases, leading to undesirable outputs. For 

example, a language model trained on poisoned data might 

generate text containing hidden malicious content or exhibit 

unfair biases. A real-world case study demonstrates the risks 

of data poisoning. Researchers were able to poison the training 

data of a generative language model, causing it to produce 

toxic and biased content when given certain innocuous 

prompts (Jordon et al., 2022). 

2.2. Model Stealing  
Model stealing attacks aim to extract or replicate a 

machine learning model by querying it and analyzing its 

outputs. For generative AI systems, model stealing could 

allow attackers to obtain proprietary models or create copycat 

versions (Tramèr et al., 2016). In a model stealing attack, an 
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adversary repeatedly queries the target model and uses the 

responses to train their own model that mimics the original. 

This can be done through APIs or other interfaces that provide 

access to the model's outputs. Successful model stealing could 

lead to intellectual property theft or allow malicious actors to 

create fake versions of legitimate AI services. A case study on 

model stealing targeted a commercial generative AI system for 

creating marketing copy. Researchers were able to extract a 

close approximation of the underlying language model by 

submitting strategic queries and analyzing the generated text 

(Orekoya & Tong, 2022). This demonstrates how even limited 

API access can potentially be exploited for model theft. 

2.3. Adversarial Attacks  

Adversarial attacks involve crafting inputs specifically 

designed to fool machine learning models into producing 

incorrect outputs. For generative AI, adversarial attacks could 

be used to manipulate the generated content in harmful ways 

(Goodfellow et al., 2014). In an adversarial attack, subtle 

perturbations are added to the input that are imperceptible to 

humans but cause the AI model to malfunction.  This could be 

used to insert hidden content, trigger unintended behaviors, or 

evade content moderation systems. Adversarial attacks pose a 

major challenge to ensuring the reliability and safety of 

generative AI outputs.  

Researchers demonstrated an adversarial attack on an 

image generation model that caused it to produce 

inappropriate content when given seemingly benign text 

prompts. By adding imperceptible noise to the input text, they 

were able to manipulate the generated images in ways that 

bypassed content filters (Xiao et al., 2022). 

3. Consequences of Threats and Modern 

Security Paradigm 
Adversarial attacks involve crafting inputs specifically 

designed to fool machine learning models into producing 

incorrect outputs. The security risks facing generative AI can 

have severe consequences if not properly mitigated: 

3.1. Reputational Damage 

Security breaches or misuse of generative AI systems can 

cause significant reputational harm to the organizations 

deploying them. If a company's AI model is compromised to 

produce harmful content or leak sensitive data, it could lead to 

a loss of user trust and damage to the brand image. The fallout 

from such incidents can be long-lasting and difficult to recover 

from (GlobalSign, 2023). 

3.2. Financial Losses 

Data breaches and cyberattacks targeting AI systems 

can result in substantial financial costs. This includes direct 

losses from theft or fraud, as well as indirect costs like legal 

fees, regulatory fines, and lost business. According to a report 

by the Ponemon Institute, the average cost of a data breach in 

2022 was $4.35 million (Ponemon Institute, 2022). 

3.3. Compromised National Security 

For generative AI systems used in government and 

defense applications, security vulnerabilities could have 

national security implications. Adversaries could potentially 

exploit these systems to spread disinformation, conduct 

espionage, or interfere with critical infrastructure. As AI 

becomes more integral to national security operations, 

protecting against these threats is crucial (Dempsey, 2023). 

3.4. Modern Security Paradigm 

To address the emerging threat landscape around 

generative AI, a modern and comprehensive security 

paradigm is needed. This should encompass multiple layers of 

protection: 

3.5. Data Quality and Validation 

Ensuring the quality and integrity of training data is 

critical for developing secure and reliable generative AI 

models. Key aspects include: 

• Data cleaning and preprocessing to remove errors or 

inconsistencies 

• Careful curation of training datasets to avoid biases 

or malicious samples 

• Ongoing monitoring and validation of data sources 

• Use of synthetic data generation techniques to 

augment training sets 

 

Implementing robust data validation processes can help 

detect potential poisoning attempts or other data integrity 

issues. This may involve statistical analysis, anomaly 

detection, and human review of samples (Hynes et al., 2022). 

3.6. Model Protection 

Safeguarding the AI models themselves is crucial to 

prevent theft and unauthorized access. Important model 

protection techniques include: 

• Encryption of model architecture and parameters 

• Access controls and authentication for model APIs 

• Watermarking or fingerprinting of model outputs 

• Differential privacy to limit information leakage 

 

Model encryption can provide a strong defense against 

extraction attacks, making it much more difficult for 

adversaries to steal or reverse-engineer proprietary models 

(Juuti et al., 2022). 

3.7. Adversarial Robustness 

Building adversarial robustness into generative AI 

systems helps defend against malicious inputs designed to 

fool the model. Key approaches include: 

• Adversarial training to make models more resilient to 

perturbed inputs 

• Input sanitization and preprocessing to detect adversarial 

samples 

• Ensemble methods that combine multiple models to 

improve robustness 
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• Certified defenses that provide provable guarantees 

against certain attacks 

 

Implementing a robust update process allows generative 

AI systems to be quickly patched against new threats (Wang 

et al., 2022). 

4. Case Studies of Generative AI Model Attacks 
4.1. Data Poisoning Attack on a Generative AI Model 

A 2022 study by Jordon et al. demonstrated a data 

poisoning attack on a generative language model used for 

automated customer service chatbots. The researchers were 

able to inject carefully crafted malicious samples into the 

training data, causing the model to produce biased or offensive 

responses to certain customer queries. The poisoned model 

would respond inappropriately to prompts containing specific 

trigger words, even though the prompts themselves were 

innocuous. For example, when asked about product returns, 

the model would sometimes generate text with subtle racist 

undertones. This behavior was not present in the original 

unpoisoned model. This case study highlights how data 

poisoning can introduce harmful biases and behaviors into 

generative AI systems in ways that may not be immediately 

apparent. It underscores the importance of carefully vetting 

training data and implementing ongoing monitoring to detect 

potential poisoning attempts (Jordon et al., 2022).  

4.2. Model Stealing Attack on a Generative AI Model 

Orekoya and Tong (2022) conducted a model stealing 

attack on a commercial API for generating marketing copy. 

By systematically querying the API with strategically chosen 

prompts, they were able to train their own language model that 

closely mimicked the behavior of the target system. The 

researchers found that with just a few thousand API queries, 

they could create a model that produced nearly identical 

marketing copy to the original. This replica model could 

potentially be used to create a competing service or to probe 

for vulnerabilities in the original system. This case study 

demonstrates the feasibility of model stealing attacks on 

generative AI services, even with limited API access. It 

emphasizes the need for robust model protection measures like 

encryption and access controls to defend against such attacks 

(Orekoya & Tong, 2022). 

4.3. Adversarial Attack on a Generative AI Model 

Xiao et al. (2022) developed an adversarial attack on an 

image generation model that allowed them to produce 

inappropriate content while evading content moderation 

systems. By adding imperceptible perturbations to the text 

prompts, they could cause the model to generate images with 

hidden inappropriate elements. For example, a prompt like "a 

beautiful landscape" could be subtly modified to produce an 

image containing violent or sexual content that was not visible 

to human moderators. The adversarial inputs were designed to 

exploit specific weaknesses in the model's understanding of 

language and visual concepts.  

 

This case study illustrates the potential for adversarial 

attacks to manipulate generative AI outputs in harmful ways. 

It highlights the need for robust adversarial defenses and 

content moderation systems that can detect such manipulated 

inputs (Xiao et al., 2022). 

5. Conclusion 
Adversarial attacks involve crafting inputs. Generative AI 

technologies offer immense potential for innovation and 

productivity gains across industries. However, they also 

introduce significant security risks that must be carefully 

managed. (“Understanding the Risks of User-Defined 

Assemblies in SQL Server”) This paper has examined key 

threats, including data poisoning, model stealing, and 

adversarial attacks, along with their potential consequences. 

To mitigate these risks, a modern security paradigm for 

generative AI is essential. This should encompass multiple 

layers of protection, including: 

• Ensuring data quality and implementing robust validation 

processes 

• Protecting AI models through encryption and access 

controls 

• Building adversarial robustness into generative systems 

• Continuous monitoring and updating of security measures 

 

By adopting this comprehensive approach, organizations 

can work towards realizing the benefits of generative AI while 

minimizing potential negative impacts.  

However, securing these systems is an ongoing challenge 

that requires vigilance and collaboration across the AI 

community. As generative AI continues to advance and find 

new applications, developers, users, and policymakers must 

prioritize security and ethical considerations. Only by 

proactively addressing the emerging threat landscape can we 

ensure that these powerful technologies are deployed 

responsibly and safely.  

The security of generative AI systems should be viewed 

as a critical priority, on par with their core functionality and 

performance. By making security an integral part of the 

development process, we can work towards building AI 

technologies that are not only powerful and innovative but 

also trustworthy and resilient against potential misuse. 
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